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Introduction

Hansen and Hurwitz-^ showed that for a finite population the use of
varying probabilities for selecting the sample elements is generally more
efficient than selection with equal probability. Their sampling scheme
was, however, confined to the selection of a single primary sampling
unit (p.s.u.) from a stratum. Working independently Midzuno'' and
the present author®'" generalised the Hansen and Hurwitz scheme to
sampling a combination of n elements from a stratum with probability
proportional to size (p.p.s.) of the combination. It was proved by
the authors that this scheme amounts to selecting the first unit with
p.p.s. and the remaining units with equal probability, the selection
being made without replacement. The present author' further general
ised the scheme for obtaining an. unbiased estimate of the population
total when the first r units are selected with p.p.s. and the remaining
n—r units are selected with equal probability and withoutreplacement,
and also derived expressions®'"'' for estimate of the variance of
the estimate.

Recently Horvitz and Thomson^ presented another technique for
dealing with the problem of selecting n p.s.u.'s without replacement
and with varying probabilities from'a finite population. Formulse
for obtaining unbiased estimate of the population total as well as of the
variance of the estimate were presented. As was observed by the
present author® the scheme suffers from certain disadvantages. One
such disadvantage is the difficulty involved in the determination of the
selection probabilities. In .fact, although the probabilities of selection
of the p.s.u.'s can be easily worked out for samples of size two,
computations become extremely difficult and almost unwieldy for
samples of size greater than two. The scheme is thus practicable for
samples of size, two only and hence restricted to populations of small
size or where a population could be divided into strata of small size.

* Presented at the 41st Session of the Indian Science Congress at Hyderabad
in January 1954.
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Another disadvantage is that the estimate of the variance may
assume negative values except for the special case of equal probabi
lities of selection for the elements remaining prior to each draw. The
present author derived further resultsf'® in this direction. One such
result is an unbiased estimate of the variance vv^hich is proved to be
free from this defect for the scheme where the first p.s.u. is selected
with p.p.s. and subsequent units with equal probability and without
replacement.

In the present paper expression for the unbiased estimate of tlie
variance referred® to in the foregoing para will be derived. It will be
shown that this estimate is always positive. A biased estimator for
the sampling variance is also given, which is shown to be more efficient
than Horvitz and Thomson's unbiased estimate of the variance.

Horvitz and Thomson's Scheme

Consider a population of N elements Ui, U2, • •Uj, with respec
tive measures of size proportional to X^, X^,. For simplicity,
we shall assume our population to consist of one stratum only. The
results obtained for one stratum can be easily summed up over K
strata. For convenience in writing the formulae replace the actual

N

measures of size (j = 1, 2, ..., iV) by where S = I. Let a
i

sample of size n be drawn without replacement such that the first
p.s.u. is selected with p.p.s., and the second with p.p.s. to the size
of the remaining units and, so on. It is easy to see that the probability
of selecting the i and j units together is given by

(1)

and the probability that the /-th element is incl'uded in a sample of
two is given by

Pi (1 +s - (2)

t The negative aspect of the unbiased estimate of the variance provided by
Horvitz and Thomson has also been observed very recently by Yates and Grundy®
in a manuscript of the paper received by the present author. Yates and
Gnmdy have also derived independently the same expression for the estimate of
the variance. No proofs are, however, given for such an estimate being always
positive although as the authors observe 'this appears to be the case when the
usual method of selection is employed'.
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where

iN

-z:
i^l

Pi

^ + Pi

Using the notation of Horvitz and Thomson Jet P ({/.) and P (UiU)
denote, in general, the probability that the /-th element (C/.) and /-th
and ./-th elements (i7^ and C/,.) be respectively selected in a sample
of size H.

Suppose now itis required to estimate the stratum total ¥(¥=•• 2 7^)
where the value of the /-th unit is correlated with X^. In
particular, X may be the previous census value of the characteristic
Y and is known exactly. Then as has been shown by Horvitz and
Thomson

Zj pjk)
is an unbiased estimate of Y. It is shown^ that the variance of the
estimate is given by

k
An unbiased estimate of the variance as presented by the authors

i s easily seen to be

—^Ui)) _|_ V Y^Y• ^uiD-Pui)

Weakness of the Estimate of the Variance

(5)

The estimate (5) above has an undesirable property that it may
assume negative values for certain combinations of the sampling units
except for the special case when = p^, etc., when (5) is positive and
reduces^® to

NiN-n) \-^ .
n'(n-l) LL " (6)

Anecessary and sufficient condition for (5) to be alw£iys positive
IS that all the principal minors of the quadratic (5) are positive which

2
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is not always true. Nevertheless, for specific populations (5) may be
always positive, i.e., for all pairs (J>^, y,).

Biased Estimate which is Always Positive

Abiased estimate of the variance of the estimate which is always
positive is given by

.(i) expression (5) when the estimate of variance is positive; |
(ii) zero when (5) is negative. j
It follows that the bias is always positive and that (7) has

a lower mean square error than (5) except for populations for which
(5) is always positive in which case the biased estimate is identically
the same as the unbiased estimate (5).

Unbiased Estimate of the Variance which is Always Positive
Expression (4) may be written as

N

-EE
i <J

N

l—i
i^i

J

JiT
p ("j).

An unbiased estimate of (8) is, therefore, given by

P(ui) •Pu'i) Pua«i)

i<j

JU Zj_
P U'i)-J L^(..i)

(8)

(9)

We shall now state and prove two theorems regarding the positive
nature of (9).

Theorem 1.—For the sampling system^ in which the first p.s.u.
is selected with p.p.s. and the remaining n- 1umts are selected with
equal probability and without replacement, the unbiased estimate of
the variance obtained by substituting the values of P (mJ, P (.",0 and
P (uiui) in (9) is always positive.

Proof—For such a sampling system it can be shown by combi
natorial analysis that
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p I v..
(A^-l)...(iV-7z + I)U-W ^ A^l

i¥=i

N -- 1 ^ ' N-I
and

P
^ ^ _ j

/i — 1 riV —«, , n ~2
N —2 + ]ifZZ2 (11)

Therefore

P P _ p ~ "Y p I ~ 0 ~ n r, 1_ 1j PiPi + (^_ 1)2 _ 2) ~P{~Pi)
(12)

which is always positive since pi + p^ <\. Hence, by substitution
(9) is always positive.

Theorem 2.—For a sample of size two where the first p.s.u. is
selected with p.p.s. and the second with p.p.s. of the remaining units,
the estimate of the variance as given by (9) is always positive.

Proof.

P{Uiui) _
^ k( I —\ + Pi + Pi ^ iU-pr l-pj^ (l-pdH -Pi)

^ -Pi ^ ~ Pi
(13)

where

K=+... + = y .
^ -Pu ^ -Ps Li y - Pi

XT i ¥'US
Now

K--^k( i4 i—V-}- + Ps ~ 1
- . V' ^-PJ (1 -Pd{y~Pi)

> K + K ( ^ I- ^ + A+ /^j —1

(14)

where K„ is the minimum value of K for a given p^, Pj. It is easy to
see that

K = - 2) g
"• N-2~ a •

where a = 1 — —pj. Substituting for K,„ the right-hand side of the
inequality (14)

= KJ + (^-2-a)(l -p,){l -Pi)
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which is always positive for iV > 2 since 2 < 2 + a < 3. Hence (9)
is always positive for n = 2 and N>2. It appears that the theorem
is generally true for samples of size n(n >2) although no formal
proof could be derived so far. This, however, is not important since
as has already been stated in the introduction, computations of
p ^ and hence the unbiased estimate of -the total as also of
the' variance become extremely complicated for samples of size
exceeding 2.

Practical Application

This section will be devoted to illustrate some of the results
discussed in the foregoing sections, by means of a numerical example.
In Table I is given a population offive units, the data being presented
in columns 2 and 3. The correlation between p and y for the popula
tion is 0-8. In columns 4 and 5 are given the values of according
to formulEe (2) and (10) respectively.

Table I

Unit P y
Formulx (2)

P («i)
Formulce (10)

P («i)

(1) (2) (3) (4) (5)

I 0-10 3-0 0-2188 0-3250

2 0-15 2-0 0-3184 0-3625

3 0-20 7-0 0-4099 0-4000

4 0-25 5-0 0-4916 0-4375

5 0-30 8-0 0-5613 0-4750

I-00 25-0 2-0000 2-0000

The calculations of the values of the estimates of the variances
for the schemes {a) when the first unit is selected with p.p.s. and
the second with p.p.s. from the remaining units and {b) when the
first element is selected with p.p.s. and the second with equal prob
ability from the remaining units are presented in Table II.

Comparisons of Efficiency (Ignoring Cost)

The expected values of the estimates of the variances as well as
the variance of the estimates are presented at the bottom of the
table. Acomparison of the efficiepcies of error would show that the
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Table II

ESTIMATE OF ERROR

Units Scheme (a) Scheme {i)

125

Scheme

Formulae
5

Formulae

9

Formulas

7

Formulas

5

Formulae

9

Formulas Formulae
7 6

1

a, 2)
(1, 3)
(1. 4)
(1, 5)

il:
(2, 5)
(3, 4)
(3, 5)
(4, 5)

Expected error
Variance of estimate

of error
Relative Efficiency

(%) (Ignoring
cost)

- 3-98
-102-71

- 12-78
- 3-11

28-92

- 5-25

22-05

30-30

51-01
45-52

19-.7
1206

153

56

10'
9

0'

92

10'
33

26

3.

5.

19^
594

310

0

0

0

0

28-92

0
22-05

30-30
51-01

45-52
26-2

438*

421

-13-22

4-34

- 0-89

37-36
76-25

18-98
69-73

35-00
26-15

25-53
30-3

640

288

12-20
50-14

3-02

31-50

94-36

20-47
68-05

20-48

0-22

14-99
30-3

800

230

0

4-34
0

37-36
76-25

18-98
69-73

35-00
26-15

25-53
31-2

574*

321

3-75
60-00
15-00

93-75
93-75

33-75

135-00
15-00

3-75
33-75
48-7

1844

100

* Mean Square (Variance + Bias).

1. Columns (2), (3) and (4) give the estimates of error using formulae (1)
and (2) for values of P (Ui Uj) and P (kj).

2. Columns (5), (6) and (7) give the estimates of error using formulae (10)
and (11) for values of P (»{) and P (u^ uj).

biased estimates of error (columns 4, 7) are more efficient than the
corresponding unbiased estimates by Horvitz and Thomson which
have the additional weakness of assuming negative values. For the
scheme (a) when both the units are selected with p.p.s. and without
replacement, Horvitz and Thomson's estimate of error is very ineffi
cient compared to the unbiased estimate (column 3) and the biased
estimate of error (column 4). For the selection scheme (b) where the
first unit is selected with p.p.s. and the second with equal probability,
the relative position is much better. In fact Horvitz and Thomson's
estimate of error is more efficient than the unbiased estimate of error

(column 6) but less efficient than the biased estimate (column 7).

The bias is rather large for scheme (a) but small for scheme (b).
The bias is, however, not so serious because it is positive for both the
schemes and this is always true. The larger bias for scheme (a) is



126 JOURNAL OF THE INDIAN SOCIETY OF AGRICULTURAL STATISTICS

because the values of are more variable for scheme (d) than for.
scheme (A). In fact the bias is zero in the limiting case when the

's are all equal which amounts to all p 's being equal. In this
case, of course, both the unbiased estimates of the total and of the
variance of the estimate are most inefficient.

Summary

It is shown that Horvitz and Thomson's estimate of the variance
of the estimated total has an undesirable property that it may assume
negative values. An unbiased estimate has been derived which is
proved to be free from this defect for the practical case ti = 2 when the
first unit is selected with p.p.s. and the second with p.p.s. of the remain
ing units. It is also proved that the unbiased estimate is always
positive for the general case when the first unit is selected with p.p.s.
and the remaining n —1 units with equal probability and without
replacement.

For the practical use Horvitz and Thomson's estimate of the
variance can assume only positive values since the variance cannot
take a negative value which, if it occurs, has to be substituted by 0.
The estimate of variance thus modified is biased, but more efficient
than the original estimate. For populations for which Horvitz and
Thomson's estimate of the variance is always positive, the biased
estimate becomes identically the same as Horvitz and Thomson's
unbiased estimate. For the scheme when the first unit is selected with
p.p.s. and the second with equal probability of the remaining units
Horvitz and Thomson's estimate of the variance is generally more
efficient than the corresponding unbiased estimate when the first unit
is selected with p.p.s. and the second with p.p.s. of the remaining
units. These results have been illustrated with a numerical example.
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